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ABSTRACT The loop filter is designed such that its DC outlawel is

adjusted proportionately to the phase offset betwte

This paper investigates Quadrature Amplitude Mdiluta input sinusoid and the VCO output sinusoid. Assuntime

(QAM) carrier tracking techniques for Software Defili  feedback loop is stable, the input to the VCO wailjust the

Radio implementations. These techniques were dpedlo phase of the output sinusoid until its phase offsatches

during a recent investigation project into the lbase signal that of the input sinusoid.

processing requirements of a draft TIA Public Safeadio

standard propos&calable Adaptive ModulatiofsAM) [1]. 2. IMPLEMENTING A DIGITAL PLL IN SOFTWARE

The proposal specified use of frequency multiplefEsM

channels incorporating Pilot Symbol Assisted Motata In software, a PLL can be implemented using a softw

(PSAM) [2]. This proposal has since been furthedatpd loop to process each signal sample. This implertienta

and now forms the basis of the current P34 standard replaces the analog loop filter with a digital vensand the
VCO with a synthesized VCO constructed from a sanpl

The investigation was performed using MATLAB basedsinusoid function (e.g. cost®t[i] + 8), where t[i] is an

simulation code to implement baseband radiocarray of time values arila phase value).

synchronization algorithms. The algorithms included

4/16/64 QAM carrier and symbol clock tracking, tidi However the continuous adjustment capability ofahalog

AGC, and channel gain estimation techniques. Phiger loop filter and VCO must be replicated in a softvdwop

will focus on explaining how a reliable QAM carrier such that after the input of each sample, the yeelpoutput

tracking technique can be developed from the Hasiding  level of the digital loop filter can be used to pdahe

blocks of Phase Locked Loops (PLLs) implemented indigitally synthesized VCO phase such that it equhks

software as investigated for SAM. phase offset of the input signal (i.e. phase lockhis
adaptation should occur with each loop iteratiord an
1. INTRODUCTION minimize the difference between the phase offsethef

input signal and digital VCO output.
A commonly used method of tracking RF signal phiaghe
Phase Locked Loop (PLL). In an analog circuitThis is an example of an optimization problem tbat be
implementation, a PLL is comprised of an incomingsolved using Adaptive Parameter Estimation [4]. sThi
sinusoidal signal which is multiplied by the siniggd  method uses an iterative algorithm to estimate rskmewn
output of a Voltage Controlled Oscillator (VCO).&fNWNCO  parameter valug by descending (or ascending) the gradient
input sets the phase offset of the sinusoidal dugma is of a performance function, denotd¢k). The derivative of
controlled by the DC output of the loop filter. A&axample the function,dJ(x)/dx, is formulated to have a zero value

block diagram of a PLL circuit (from [3]) is shovaelow: when the error betweenand the current estimate x[K] is
minimized. This process can be defined by the égpuat
isligllllatlul (t) (), uy(t) ug (t) FM-output )([k +1] = )([k] - ym

(o) | Phase detector loop filter d X

Where x[K] is an estimate ok at time k, x[k+1] is the
estimate ofx at time k+1, yu is a small positive number
referred to as the algorithm step size.

output signal uy(t) voltage controlled

b In the PLL's caseJ(X) needs to be maximized when the

phases of the input signal and synthesized VCOubupe
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equal which provides the highest DC output valwenfithe
digital loop filter.J(X) is defined by [4] as:
Jpi (@) = LPF{r[KT,].cos@r f kT, + ¢ k])}

Assuming a smalll, the derivative o8p (¢ with respect to
@at timek can be approximated as:
Do @) _ | pr{- (kT sin@r KT, + dk])
d¢ S 0 S
The corresponding adaptive update equation is then:
gk +1] = k] - L PF{r[kT,]sin@7 kT, + Ak} }

The figure below shows the digital PLL containindigital
VCO, a signal multiplication step, a digital loafer and an
adaptive element update:

T Qk+1 @ik

T
LPF

SiN(2 Tt k.Ts + @K])

The MATLAB code used to implement this PLL is as
follows:

Ts=1/2000; time=1; t=0:Ts:time; % time vector

f0=200; phoff=pi/2; % carrier freq. and phase
fc=200; % assumed freq. at receiver
rp=cos(2*pi*fc*t+phoff); % simplified receiv ed signal

carrier = rp;

fl=100; ff=[0 .01 .02 1J; fa=[1 1 0 0];
h=firpm(fl,ff,fa); % LPF design
mu=.01; % algorithm stepsiz e
theta=zeros(1,length(t));
theta(1)=0; r for estimates
r for LPF

fl+1 inputs

% initialize vecto

z=zeros(1,fl+1); % initialize buffe

for k=1:length(t)-1 % z contains past
VCO(K) = sin(2*pi*f0*t(k)+theta(k));
z=[z(2:f1+1), rp(k)*VCO(K)];
update=fliplr(h)*z’; % new output of LP F
theta(k+1)=theta(k)-mu*update; % algorithm update

end

The plots below show the software PLL synchronizivith

input 200Hz cosine signal with phase offsetrtsf radians.
The VCO initially has a zero phase offset. In thstfplot,

the input signal is shown in red and the VCO signdilue.
Iteration of the loop adjusts the phase of the lG@natch
the phase of the input signal. At approximately €e2onds,
the two signals are aligned and the PLL is phasleld.

The second plot shows the VCO phase offset asapptado
the input signal’'s phase offset. The plot confitimst phase
lock is achieved at approximately 0.2 seconds hachhase
locked value is the expected valuetd? radians. The plot
also shows that the algorithm initially overshoibis correct
phase estimate and peaks at 0.52 radians at apaisty

0.14 seconds. This overshoot can be minimized tyaiag
the step sizgl. However a trade-off exists in that smaller
values increase the number of loop iterations requi
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3. QAM PHASE RECOVERY USING PLLS

A common method used to track a digital radio earis to
extract a sinusoidal carrier signal from the reedisignal
and then track the signal’s carrier phase usind.la FPhis
method is recommended for digital modulations sash
Pulse Amplitude Modulation (PAM) where a narrowband
filter can extract a replica of the carrier sigmlle to its
large frequency component magnitude.

However, QAM modulation represents a suppressetdecar
modulation scheme. The QAM spectrum has no
distinguishable carrier frequency component forld Bo
track. For example the plot below shows the spettofi a
4-QAM (QPSK) signal as used by SAM (note that the
message signal has been Raised Cosine filtered) avit
suppressed carrier at 2500Hz.

2500H

1

o0&

Spectrumn - signal (carrier

Frequency (kHz)
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Despite this, [5] describes a method for QAM phas
recovery by tracking the carrier of the signal, -pre
manipulated with a %power operation, followed by a

narrowband filter centered on the quadrupled carrie

frequency component. The performance function blatéor
a 4" power PLL is then determined to be:

JapL =5 COSB(O-9)
whered is the phase of the received signal ans the phase
of the VCO in the PLL. This will be maximized whérr @

Using a gradient descent strategy, the update iequét
then defined as:

dk+1) = gk + p e
do
giving an update equation of:

Ak +1] = gk] + psin(@(Ak] - ¢ k1))

A suitable PLL design is shown in the figure below:

X | 4
Q’J ‘BPF (') ‘_rpb(k'ts)
k+1 k
A AT,
LPF

sin(2.7.4.f, k.t + 4.4]K])

4]
L]
The plot below shows the spectrum for a fourth pode
QAM signal. A strong frequency component can beigee

exist at 4 times the carrier frequency (4 * 2500Hz
10,000Hz).
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Unfortunately the technique is not as successfakatcting
higher order M-QAM based carrier signals. The phmtow
show the fourth-power signal spectrum for 16-QAN & -
QAM. The magnitude of the carrier component is shdav
diminish relative to the message frequency comptsnas
the QAM order increases.
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Both [6] and [7] state that the method works fa@AM, but

[6] states that it only works “passably” well fo6-QAM
due to the difficulty in removing the non carrieeduency
components introduced. And [7] states that 16-QAM
constellation “pattern jitter” will be apparent bthtat the
“outer points dominate” such that the “fourth-poveggnal
has a component at4hat is usable if a very narrow band
PLL is used to refine it”. However, a narrow baiitef will
require a high filter order that will lead to inesed DSP
computation cost and should be considered in anR SD
design.

4. QAM PHASE RECOVERY USING DECISION-
DIRECTED CARRIER TRACKING

The final QAM carrier tracking method investigatdes a
different approach to carrier tracking. The metgederates
a phase error signal by exploiting the phase anglitude
difference between each received symbol value dmed t
nearest ideal QAM constellation symbol value. Trhiethod
is called Decision-Directed Carrier Tracking (DDCT)
because the decisions (the choice of the nearestaddle
symbol in the constellation) direct the adaptatwinthe
receiver’s carrier phase to match the transmittehase by
minimizing the mean-square of an error functionisTdrror
function (proposed in [8]) is defined as the phdiierence
between each received baseband symbgkT] and its
nearest ideal constellation poiyt on the complex plane:
gkTg] = Cig ~ MoplKTs]
Therefore the performance function to be optimizethis
algorithm is the mean squared error (MSE) of theeband
symbol demodulation error:

Juse = E{| dkT,] 1%}
The adaptive update algorithm can then be defised a

¢[k+1] =¢{k]+ )uaJMSE

o0p
The analysis in [8] does not directly derive theression
for Juse Instead the following relationship between the

demodulated symbol phasexpy and nearest ideal
constellation point:c is determined:
OmfelKT] gl KT]
|°iq||rbb|
This has the same sign as the phase error bethedddal

constellation pointcgy and the received demodulated
baseband symbo}[kT{, provided the phase error is not too

sSin@p, —a;) =
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large. Since sirg is approximately equal t@for small g
this term is also nearly a linear function of tmeoefor small

phasepvalues.

This phase error signal can be used in a phasedoldop
to iteratively adjustg so that the demodulated baseband
symbol values are aligned in phase angle with teali
constellation points. Changing by some angle has the
effect of rotating the baseband symbol values bg th
negative of the phase angle. This error signalvd&an

gives the final adaptive update equation as:
OmleKT I [KT,

|Ciq ||rbb|

gk +1] = dk] + u

The MATLAB code used to implement this PLL is as

follows:

CARRIER = 1000;
k=1;mu=0.1;M=16; Ts = 1/ 4800;

phaseNow = 0; phaseEst = phaseNow; phaselnc = 2*pi*

for s = ppbSymbols(1:end) % An array of passband QAM

% Demodulate the passband symbol and store in arr
bbSymbols[k] = s .* exp(-j * phaseNow);
% Find the nearest QAM constellation point to sym

decisionSymbol = gamMatch(s, M);

% Calculate the phase error
decisionError = decisionSymbol - s;
% Calculate the new phase estimate
thetalk] = phaseEst;

phaseEst = phaseEst + mu * (imag(conj(decisionErr

/ (abs(decisionSym
% Calculate the next demodulation phase value
phaseNow = phaseNow + phaselnc + phaseEst;

k=k+1;
end

CARRIER * Ts;

symbols
ay

bol s

or)*s)
bol)*abs(s)));

The following plots show the result of the aboveeiger
PLL achieving carrier phase lock with a fixed tnaitser
carrier phase offset of Gadians and frequency 1000Hz.
Results for 4, 16, and 64-QAM signals are showntlar
SAM symbol clock rate of 4800 baud. The red linevegh
the known phase offset introduced in the transmiffiéne
blue line shows the value @{k] as the PLL converges to
the fixed transmitter phase. Each plot was gengnasing a

K value of 0.05.
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In addition, the plots below show that the algarith
successfully tracks a varying relative carrier ghas the
receiver:
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5. QAM CARRIER FREQUENCY OFFSETS

Previously it was assumed that the carrier frequeised by
the transmitter was exactly known by the receivier.
practice, RF and IF demodulators will normally doxhi
small frequency tolerances leading to a frequenifgeb
between transmitter and receiver. To understandntpect
of this offset, a received passband sigpatan be written in
terms of the original QAM symbol message stream]m[k

rpb = n.[k]ej (Zlf[kTs +9)

The transmitter carrier frequency is identified fyyand
phase offset. Following demodulation by the receiver, the
received QAM symbol baseband valugsare then defined
as:

= Mk]e | @7AKT+6) [y (27F, KT +9)

— n,[ k]ei [2(f— . )KTs+(6 -¢)]

wheregis the phase of the receiver. Now assumingfthat
f,, this equation then becomes:

fyp = MK]e) @~
Therefore the demodulation step results in phatgioo of
the demodulated signal equal to the phase differenc
between the transmitter phagend receiver VCO phasg
(6 - @. Demodulation of a 16-QAM signal with G12adians
phase offset then results in the following 16-QAM
constellations:
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The constellation plots show the receiver QAM sylalzoe
rotated by 0.& radians as predicted. Assuming that f;

Interestingly, the 4-QAM plot converges exactly tiwe
predicted plot, but the 16 and 64-QAM plots coneaiqthe

and thatf, — f) = 10Hz then the received baseband symbol same gradient but with a different phase offsets T due

stream can be defined as:
rbb[ k] — n.[k]ej (271MORT,+0.277)

The frequency offset will therefore introduce a gha
constellation

rotation in the received QAM symbol
proportional to the size of the frequency offsée(symbol
constellation is rotating with time). The plots d&l show
the constellation results of demodulating a 16-QAaighal
with 0.2rradians phase offset and 10Hz frequency offset:

The received symbol constellation is spinning adjmted.
And the phase rotation can be defined as:

gkl =2m(f, - f,)kTs +(6-9)

This indicates that the input to the PLL VC@K], will

exhibit a phase offset of/ - ¢) and a gradient equal to the

frequency differencef( — f). This is confirmed by the
following plots using the QAM based PLL with a ftempcy
offset of 10 Hz and phase offset of @iradians. The blue

to the inherent 172 phase ambiguity” in the Decision-
Directed algorithm. This ambiguity results from flaet that
the receiver cannot distinguish between phase toffdet
are multiples of72 due to the square symmetry of M-QAM
constellations (a square constellation looks eydbt same
when it is rotated byv2 radians as it does rotated fy
radians etc). It is recommended in [5] that thidmuity can
be resolved using one of the following methods:
= differentially encoding the message source so timat
change in symbol value between each symbol is known
= |etting a trained equalizer automatically add ational
phase to achieve a match to the training symbols
= correlating the down-sampler output with a
known/training signal

However, [9] also suggests “by insertion of knowatad
symbols into the symbol stream”. Since SAM was #jgec
to use inserted Pilot and Synchronization symbothé data
stream (a PSAM scheme), the pilot and sync symbele
used to overcome th@2 phase ambiguity in the project.

6. TRACKING FREQUENCY OFFSETS IN
DECISION-DIRECTED QAM CARRIER TRACKING

When the current DDCT PLL is operating with a carri
frequency offset, the constellation ceases to eatdth time
but remains fixed with an angular offset that isgortional
to the frequency offset. However, since the fregyenffset

plot shows thegk] value generated by the PLL loop, the red 55 peen shown to be simply the gradient (derigativ

plot the constant phase offset, and the green tblet
predictedgk] value calculated from:
dk] =27A0KT, + 0277

40280 Phase Fracking

o Ci CE o 01  01Z 0% GF 0B O
-

5
ul nm ] s 2 ] 1 niz i1 nik niA n?

me (3

o@ldTs) of the changing phase, the constellation amgula
offset can be corrected using an additional accatoulin
the PLL (a 2nd-order loop).

In [8], the existing QAM PLL is extended to tracket
frequency offset. The QAM phase error signal thasw
proportional to sine of the angle between the deraded
symbol and the nearest ideal constellation poirg eexived
to be:
CrnfelKT,] [T,

o
Therefore, the phase error to be tracked on eathlédp
iteration is:

sin(@y, —ac) =

_ OnfakT] Tk ]

|°iq ||rbb|

In order to track the additional phase change dwedarrier
frequency offset, the following additional phase
accumulation step is included in the PLL:

Wik +1] =¢[K] + A ¢ K]

Agp

Proceedings of the SDR '08 Technical Conference and product Exposition, Copyright © 2008 SDR Forum, Inc. All Rights Reserved



The final completed second-order adaptive updatmtegzn  signal. This method can then be extended to thlaelphase

for DDCT is then: and frequency of QAM signals using the appropriate
gk +1] = g[K] + 27, T, + tAd K] + ¢[K] performance function.
The previous MATLAB code example can then be exteind Decision Directed Carrier Tracking provides a telka
as follows: method for tracking carrier phase and frequencgedsf for
M-QAM symbols. It can be implemented with low
fﬁﬁ?f‘\ffz=01.f?&{:16;T$:1 | 4800: . computation cost as it only operates on the. redeive
phaseNow = 0; psi = 0; phi = 0; phaselnc = 2 * pi * CARRIER *Ts; passband M-QAM symbol values rather than on evignes
for s = pbSymbols(1:end) % An array of passband QAM symbols sample. The method can also operate successfuilyannel
% Demodulate the passband symbol and store in arr ay noise.
bbSymbols[k] = s .* exp(-j * phaseNow);
deciionSymbol = gamMascnis My o /™ bols However the method has the disadvantages of therénh
% Calculate the phase error 12 phase ambiguity at the demodulator output arel th
decisionError = decisionSymbol - s; requirement for the symbol clock timing to be knopnior
ol S e phase estimate to demodulation. In the TIA SAM proposal, both
PhaseE"m:(imé}g(ggsf}iégecg%ﬂg"f’f)*s)) N , disadvantages were resolved by the use of Synctationm
o ymbol )*abs(s)); . . .

psi = psi + mu2 * phaseError; and Pilot symbols inserted into the protocol’'s dataam.
phi = mul * phaseError + psi;
% Calculate the next demodulation phase value 8 REFER ENCES
Er;aiiwa = phaseNow + phaselnc + phi;
end [1] TIA “Wideband Air Interface Scalable Adaptive

) Modulation (SAM) Physical Layer Specification”, TIA
The two plots below show the results of PLL cod¢hva 902-BAAB, 2003.

carrier frequency of 2700Hz carrier and frequentfged of . )
210Hz. The left plot shows the correctly demoduate [2]1 J-M. TORRANCE, L. HANZO, “Comparative Study of
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constellation despite the large carrier frequenifset The International Conference on Radio  Receivers and
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signal with channel noise introduced (SNR = 20dB)e 1995.
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It has been shown that a simple PLL loop can be . ) o

implemented in software using Adaptive Parametef9] Légr:rllr:nRﬁ"Egt'So’ncamer Aand'll'slttosrgllcmlgglz'g“am DIaEtEE
- L - . unicati - utori view.

Estimation. The estimation method requires thevdéan of Transactions on Communications, COM-28. 1980

a performance function that the algorithm desce(uts

ascends) to lock onto the unknown phase of a redeiv
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